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Exercise 1. We consider the following optimization problem

min
x∈Rd

1

N

N∑
i=1

fi(x) + g(x)

where for all i ∈ {1, . . . , N}, fi is a differentiable convex function whose gradient is L-
Lipschitz and g is a convex, lower-semi-continuous function whose proximal operator is
easy to compute. We shall denote f(x) = 1

N

∑N
i=1 fi(x) and F (x) = f(x) + g(x).

Notation: U({1, . . . , N}) is the uniform distribution over the set {1, . . . , N} and B(p)
is the Bernoulli distribution with mean p. We denote the conditional expection with
Ek[Xk] = E[Xk|i0, b0, . . . , ik, bk].
The goal of this exercise is to study the convergence of the following prox-SVRG algorithm

x0 ∈ Rd, w0 = x0, γ > 0, p ∈]0, 1[
∀k ∈ N :

ik+1 ∼ U({1, . . . , N})
Gk+1 = ∇f(wk) +∇fik+1

(xk)−∇fik+1
(wk)

xk+1 = proxγg
(
xk − γGk+1

)
bk+1 ∼ B(p)

wk+1 = (1− bk+1)wk + bk+1xk

We shall not assume the strong convexity of F , only its convexity. We will proceed by
proving the following points.

1. Show that

f(xk+1) ≤ f(xk) + ⟨∇f(xk), xk+1 − xk⟩+
L

2
∥xk+1 − xk∥2

2. Show that for any x∗ ∈ argminx F (x)

g(xk+1)+⟨Gk+1, xk+1−xk⟩+
1

2γ
∥xk+1−xk∥2 ≤ g(x∗)+⟨Gk+1, x∗−xk⟩+

1

2γ
∥xk−x∗∥2−

1

2γ
∥xk+1−x∗∥2

3. Show that
Ek[⟨Gk+1, x∗ − xk⟩] = ⟨∇f(xk), x∗ − xk⟩

1



4. Show that for all α > 0

⟨Gk+1 −∇f(xk), xk − xk+1⟩ ≤
α

2
∥Gk+1 −∇f(xk)∥2 +

1

2α
∥xk − xk+1∥2

5. Show that

∥Gk+1 −∇f(xk)∥2 ≤ 2∥∇fik+1
(xk)−∇fik+1

(x∗)∥2 + 2∥∇fik+1
(wk)−∇fik+1

(x∗)∥2

6. Denote Dk =
1
N

∑N
i=1 ∥∇fi(wk)−∇fi(x∗)∥2. Show that

E[Dk+1|i0, b0, . . . , ik] = pEk

[
∥∇fik+1

(xk)−∇fik+1
(x∗)∥2

]
+ (1− p)Dk

7. Show that

Ek

[
∥∇fik+1

(xk)−∇fik+1
(x∗)∥2

]
≤ 2L

(
f(x∗)− f(xk)− ⟨∇f(xk), x∗ − xk⟩

)
‘

8. Chose values for the proof constants α and β that ensure

Ek

[
F (xk+1)+βDk+1+

1

2γ
∥xk+1−xk∥2] ≤ F (x∗)+βDk+

1

2γ
∥xk−x∗∥2+

(L
2
− 1

2γ
+

1

2α

)
∥xk+1−xk∥2

9. What range of step sizes ensures that
(
L
2
− 1

2γ
+ 1

2α

)
∥xk+1 − xk∥2 ≤ 0 ?

10. Suppose γ satisfies the condition of the previous question and denote x̄K = 1
K

∑K
k=1.

Show that

E[F (x̄K)− F (x∗)] ≤
βD0 +

1
2γ
∥x0 − x∗∥2

K

11. Compare with the convergence rate of other algorithms we have seen during the
course.

2


